E-Bot: A Facial Recognition Based Human-Robot Emotion Detection System
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There are many Emotion Detection Systems which can understand emotion but are only present for monitoring purposes. Emotional Robots currently available predict emotion with low accuracy. Thus there is a requirement for Emotion Detection Robot which can predict emotion of user with high accuracy. The robot should converse with the user based on their emotion. It should be a companion for the user. In this paper we present the development of the E-Bot system, which enables human-robot interaction based on emotion detected from facial recognition. A mobile app is developed to control the robot and guide the chat. The Google Cloud Vision API and Pre-trained Facial Expression Algorithm are explored and the prediction accuracy, sensitivity and specificity of these two approaches are summarised in this paper. Results show that the proposed E-Bot system could be applied to provide affective care for people living alone at home.
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1. INTRODUCTION

For a robot to converse like humans it is essential that it understands how the human feel. Affective computing or emotional Artificial Intelligence is the study and development of systems and devices that can recognize, interpret, process, and simulate human affects/emotion (Fingar, 2015). It combines engineering and computer science with psychology, cognitive science, neuroscience, sociology, education, psychophysics, value-centered design, ethics, and more (Fingar, 2015). The aim is to restore a balance between emotion and cognition in the design of technologies for addressing human needs (Fingar, 2015).

Much research has been completed in researching and developing emotion detection systems to detect the emotion of the user based on the data collected by sensors and cameras installed to monitor the user. There are robots which can converse with the user based on their emotion but they have a poor accuracy of predicting the emotion. Thus, more research is needed in applying affective computing technologies with chatting robots to personalise conversation with the user. Previous research has shown that robots which can understand the emotion of user could be used in the following ways: (i) change style of teaching to keep the student focused (Firth, 2012), (ii) therapy (Obias, 2015), (iii) companion for patients (Obias, 2015), (iv) counselling to give advise based on client’s emotional state (Molteni, 2017), (v) in healthcare to find how the patients are feeling about treatment (Jaiprakash et al., 2016), (vi) companion for people suffering with dementia (Broadbent, 2017).

Our aim is to build an emotion detection chatting robot which can come when the user calls it and have a conversation based on their emotion. It could be like a companion. In this work, we propose a chatting robot, E-Bot, which is able to interpret user’s emotion and begin the conversation based on the emotion using visual sensors and speaker. E-Bot is the culmination of different hardware and software technologies that is able to detect the emotion of the users using a camera (facial expressions) and converse with the user based on the emotion (text to speech conversion). The proposed EBot system could be a replacement to emotion detection systems like ‘affective computer tutor’(Picard, 1995) and ‘intelligent room’(Hirish et al., 1999) as well as chat bots. In the paper “Experience from the operation of the Pepper humanoid robots” the authors (Gardecki et al., 2017) mention that the state of the art emotion detection and interaction robot Pepper predicts emotion of the user with a very low accuracy. Thus there is a need for a robot which can predict accurately the emotion of the user and interact with them based on the way they feel.
2. PROPOSED APPROACH

In our approach we use an Empathy Bot to interact with the user based on their emotion. To detect the emotion we use two approaches – Google Cloud Vision API and Facial Expression Detection (FED) algorithm by Serengil (2017). Both of these approaches use convolutional neural network trained on labelled dataset. Google Cloud Vision API was used because it enables to understand the content of an image by encapsulating powerful machine learning models in an easy to use REST API. The API takes an input JSON response containing the image. It then quickly detects the faces in an image, predicts the emotion and returns an output JSON response which contains the emotion. One of the major drawbacks of using Google Cloud Vision API for predicting emotion is that it requires sending the image to Google server. If the application involves sensitive information for eg. monitoring patients with Dementia then this approach cannot be used. That is why we used another approach wherein we send the image to the remote server on which we ran the FED algorithm by Serengil (2017).

Earlier approaches to detect emotions included (1) Defining expression in terms of muscle action system to categorize the physical expression of emotions (Ekman, 1972 y 1999). (2) Facial Action Coding Systems (FACS) (Ekman, 1972 y 1999; Facial Action Coding System(FACS) and FACS Manual, 2011). (3) Multimodal recognition, e.g. Facial expression and speech prosody (Clever, 2011) to provide robust estimation of the subject’s emotional state (Soft Computing, 2011). (4) Optical flow (Ekman, 1972 y 1999; Facial Action Coding System(FACS) and FACS Manual, 2011). (5) Hidden Markov model. (6) Artificial Neural Network(ANN) processing or active appearance model. (7) for feature extraction, many well-known handcrafted feature, such as HoG, LBP, distance and angle relation between landmarks are used and the pre-trained classifiers, such as SVM, AdaBoost, and random forest, are also used for facial expression recognition based on the extracted features (Suk, 2014).

2.1 E-BOT SYSTEM HARDWARE OVERVIEW

We have used a robot for the purpose of emotion detection of the user and to start a conversation with them. Figure 1 shows the components of the robot. The Raspberry Pi 3 Model B+ acts as the brain of the bot. We use Raspberry Pi because it is credit-card sized computer, low cost and is available anywhere in the world. The Raspberry Pi Camera Module v2 is used to take pictures. A speaker is connected to the Raspberry Pi for allowing the robot to speak with the user. The Raspberry Pi is stacked on top by a GoPiGo3 board. The communication between the two occurs over SPI interface. The motors for the wheels of the bot and the Distance sensor are connected to the GoPiGo3. The Raspberry Pi communicates to the motors and the sensor via GoPiGo3 board.

![Figure 1: Mapping of the different parts of entire system.](image)

2.2 E-BOT SYSTEM SOFTWARE OVERVIEW

The Python main libraries used in the Raspberry Pi are easygopigo3 and Flask. The easygopigo3 library is responsible for moving the robot left, right, forward and backward and to find the distance. The Flask library is used to send a GET requests and send files. In the remote server the Python libraries used are Tensorflow and Keras which is a deep learning framework with Tensorflow running on its backend. The pre-trained model is implemented using Keras.

The E-Bot interface was developed using Java for deployment on Android-based smartphones. The E-Bot consists of 5 activities. An activity represents the presentation layer of an Android application i.e. a screen that the user sees. The first activity is used to get the name of the user. The second activity displays connection status between the Raspberry Pi and the Android Phone. The third activity displays the internet connection status for the Raspberry Pi and asks permission from the user if they would like the robot to come for an interaction. If the user enters ‘Yes’ it directs the user to the fourth activity. If user enters ‘No’ it directs the user to the fifth activity. This confirms if the user is sure about their decision. If ‘Yes’ directs the user to the third activity. If ‘No’, directs the user to the fourth activity.

When the robot reaches close enough to user the fourth activity displays options to rotate the bot left/right by 90 degrees if necessary so that it can face to the user and ‘Start a Conversation’. If the user selects the button ‘Start a Conversation’ the bot asks the user to look at it by saying ‘Look at me. Let’s have a chat.’. It then gets the image of the user and then starts a conversation based on the emotion of the user and displays the conversation on the app. After this the app displays the image of the user used to detect the emotion. After the conversation is over the robot moves
back. To detect the emotion of the user we used two approaches - Google Cloud Vision API and FED algorithm (Serengil, 2017). The FED algorithm was trained on FEC2013 dataset and achieved a training accuracy of 92.05% and test accuracy of 57%. Its test accuracy might not seem decent but is better than winning model of Kaggle challenge which got 34% accuracy (Serengil, 2017). The pre-trained model consists of 3 convolutional layer and three fully connected layer. The activation except for the output layer is ‘relu’. For the final layer a softmax activation is used. The model is run on Keras framework.

A server is run in a remote location to store the image of the user. The communication between the Raspberry Pi and the server is based on Client-Server Model. Since Raspberry Pi has Flask server running on it when the Server wants to send a GET request the Raspberry Pi can act as a server and the remote server then becomes a client.

For communication between the Raspberry Pi and the Android Phone a Client-Server model was followed with the Raspberry Pi as the Server and the Android Phone as the client. We used a Flask server on the Raspberry Pi.

The flask server runs a python script as soon as the Raspberry Pi boots up. The robot does a specific task on tapping the corresponding button in the app with the help of GET request. This request is sent to the Flask server when the button is pressed on the app. Each task performed by the E-bot is a result of the execution of the corresponding function which is a part of the python script running on the Raspberry Pi. The function to be executed is determined by the URL sent with the GET request. The entire process consists of the following steps:

- Enter user name;
- Checking for connection between the Raspberry Pi and the Android Phone;
- Check Internet connection for Raspberry Pi;
- Getting permission from the user if they would like the bot to come for an interaction;
- Calculating distance from user and stop on reaching close enough;
- Guide the E-Bot to ‘Turn Left’, ‘Turn Right’ or ‘Start a conversation’;
- Take a picture and detect the emotion (explained in section 2.3.1);
- Start a conversation based on the emotion of the user (explained in section 2.3.2); and
- Display the image to the user

2.3.1 Take a picture
After reaching close enough to the user the robot takes a picture of the user with the help of Pi Camera. It then redirects to the server. The server stores the image from Raspberry Pi. This image is used by the pretrained model to predict the emotion which is then sent to the Raspberry Pi. The image is temporarily stored in the Raspberry Pi to display it on the app. The dataflow is as shown in Figure 2.

2.3.2 Begin a conversation based on the emotion of the user
One approach based on pretrained model to obtain emotion is discussed above. To obtain emotion using Google Cloud Vision API an input JSON response containing the image is passed to the API. The robot begins the conversation based on the emotion obtained as illustrated in Figure 3.

Figure 2: Data Flow of the processes taking place in Android Phone, Raspberry Pi and Server for taking a picture, storing in server and displaying on the app.

Figure 3: Data Flow of the processes taking place in Android Phone and Raspberry Pi to find emotion from the picture using Google Cloud Vision API.

Figure 4 shows the screenshot of the app after the conversation is over. The app displays the conversation with the user. It can be seen that the bot recognizes happy emotion of the user and replies accordingly.

Figure 4: Activity 4 to display the distance of the bot from the user, ask permission from the user about turn left, turn right or start a conversation and display emotion and image. If emotion is not detectable asking user to try again.
2.4 TESTING APPROACH

For testing purpose, we asked five participants to enact six universal emotions anger, fear, disgust, surprise, joy and sadness (Ekman, 1971). We then recorded the emotion predicted by the bot for the two approaches – Google Cloud Vision API and pretrained FED model. This was used to find the prediction accuracy, specificity and sensitivity of the algorithm to compare and analysis the performance of the two algorithms.

3. RESULTS & DISCUSSION

We tested our two approaches on five participants. Results are summarised in Table 1 and Table 2.

Table 1 shows the prediction accuracy, sensitivity and specificity of Google Cloud Vision API. The Google Cloud Vision API detects the emotions joy, sad, disgust and surprise with 80% accuracy. It detects the emotion fear with 40% accuracy and does not predict any anger emotion correctly. Thus any emotion which involves anger would pull down the accuracy of this approach. The overall test accuracy on the five people is 64.28%. The overall sensitivity and specificity of the algorithm in percentage is 60% and 78.67% respectively.

Table 2 shows the prediction accuracy, sensitivity and specificity of Facial Emotion Detection algorithm by Sefik Ilkin Serengil. The Facial Emotion Detection algorithm has a disappointing performance on real world example. It predicts the emotions fear with accuracy of 60%, joy with accuracy of 40% and anger with an accuracy of 20% which is relatively better than other emotions. It does not predict disgust, sad and surprise emotion correctly for any person. It has an overall accuracy of 20%. The overall sensitivity and specificity of the algorithm in percentage is 16.67% and 90% respectively.

4. CONCLUSION

In this study, we propose the development of Empathy Bot in which a number of sensors are utilised to determine emotion of an individual. It is envisaged that this system would be used to help people living with dementia by providing emotional support. Empathy bot combines voice analysis and deep learning approaches to interact with the user and initial experiments for emotion recognition were conducted using 2 methods; Google Cloud Vision API and FED Algorithm. Results from Google Cloud Vision API were promising and achieved 64.28% accuracy. In regards to future, the Google Cloud Vision API or Facial Expression algorithm would be replaced with our own CNN algorithm. Both the above approaches used in this study is a CNN however more work needs completing in utilising state-of-the-art CNN architecture such as ResNet-152 or InceptionResNet for image emotion detection. Research will also be completed in determining emotion in images and video using state-of-the-art CNN architecture. But to get a good accuracy it is important to predict the emotion from a video i.e. user’s behaviour for a short span of time. This would help us in achieving higher accuracy.

In future iterations of E-Bot, further development will focus on refining and personalising the conversation after emotion have been classified and validation using a large cohort. Currently, the E-bot only supports Android Devices. Future work will focus on developing the app for other operating systems. From the hardware perspective we will be working on ways to reduce the cost of the bot. This would give the user a low cost accurate emotion detection chatting robot.
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