Use of Low-Resolution Infrared Pixel Array for Passive Human Motion Movement and Recognition
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The daily monitoring of ageing population is a current issue which can be effectively tackled by applying daily activity monitoring via smart sensing technology. The purpose of the monitoring is mostly aimed at collecting health conditional related activity awareness and emergency events detection. This is a pilot study that uses low pixel resolution infrared sensors for nonintrusive human activity detection and recognition without body attachments and taking of individual image. In this work, we design and implement a multiple IR sensors system and a serial experiment to verify the availability of applying low-resolution IR data for human activity recognition for both single and multiple target scenarios in the healthcare context. In the experimental setup, the sensor system achieves 82.44% accuracy rate in general and reaches 100% accuracy rate for some particular activities. The work proves that the low-resolution IR information is an effective metric for human activity monitoring in healthcare applications.

1. INTRODUCTION

The ageing population is a worldwide problem that is expected to become more prominent shortly. According to a recent United Nations report, the number of people aged 80 or over on the planet is projected to grow to 434 million in 2050 (United Nations, 2015). In contrast with 2015, their number was estimated to be 125 million. Ageing society is one of the 4 Grand Challenges in the UK’s Industrial Strategy. The crisis in the health sector which faces lack of available staff complicates the problem further (Slawson, 2017). A cost-effective solution for monitoring resident’s daily activities will be the key to approach the issue. Thus, the implementation of smart sensing technology which can monitor human daily activities will have a massive opportunity in future healthcare. Jing et al. (2017) propose a novel monitoring system which uses a huge diversity of sensors for human activity recognition in extra care homes. Thus, the information can be provided to staff and relatives for peace of mind while keeping the privacy of the residents. In the context of healthcare, researchers have tested optic cameras (Tabar, Keshavarz & Aghajan, 2006), wearable sensors (M. Hossain, Pal & S. Hossain, 2015), radio frequency sensors (Tan et al., 2015) and environmental sensors (Popescu et al., 2008) to tackle different challenges, but those solutions suffer from lack of privacy, uncomfortableness, envision or low accuracy issues. Thus, we initiated a pilot study of using the low resolution infrared pixel array for nonintrusive, privacy free and accurate human activity monitoring solution. Low pixel resolution Infrared (IR) sensors are between PIR and high-resolution IR camera. It is aimed at monitoring the residents in a nonintrusive manner without attachment on the body and taking sensitive individual images. IR sensors detect infrared radiation which is emitted by the human body with a temperature greater than the absolute zero. Thus, humans can be detected, but they cannot be identified because of the very low pixel resolution. The work in this paper addresses the following problems of applying the low pixel resolution IR data for human activity recognition in healthcare applications:

1) Prove the availability of low-resolution IR sensor to detect the human target and identify different activities.
2) Using classic classification approaches to test utilisation of low-resolution IR images in the real experimental environment.
3) The potential for detection and recognition of multiple targets.
4) Figure out the potential constraint factors of applying the new type of sensors in healthcare scenarios.

We design and deploy the experiments based on the Grid-EYE® sensors developed by Panasonic® to verify our hypotheses. Classical machine learning methods are applied for recognition with 82.44% accuracy rate in average for the three sensors for the three methods while for some of the gestures the recognition even reaches 100%. The rest of the paper is organised as follows: Section 2 briefly introduces the related works in this field. Sensor system design, experiment setup and dataset properties are described in detail in Section 3. We elaborate the machine learning methods and the related performance and discussion in Section...
4. In Section 5, the conclusion and future works are displayed.

2. RELATED WORK
The use of low pixel relation infrared sensors is growing due to their advantages over traditional and more widespread technologies such as cameras, radio frequency sensors and wearables. In regards to traditional cameras, the major issue with these is the invasion of privacy which needs to be avoided especially in the residential context. In addition to this, cameras are difficult to be effective during night time which further increases their inapplicability in the researched terms. Radio Frequency sensors are another type of sensors used for similar purposes as IR sensors. They have advantages including huge coverage of distance which is up to 50 m and their ability to travel through objects such as walls (Tan, Woodbridge & Chetty, 2016). In spite of the popularity of radio frequency sensors, they have some evident disadvantages. The architecture is more complex due to the high number of sensors that are needed to comprise a triangle or square/rectangle shape. Logically, the charged electricity power is very huge which on the other hand increases cost (Ajami and Carter, 2015). These sensors use radio waves that are transmitted in the entire system which raises the issue of health safety which is highly related to this research. Older adults are seen as vulnerable, and due to this, the use of such architecture is not strongly advisable (RF Wireless World, 2012). Human activity detection can also be achieved via wearable sensors. These provide simplicity regarding implementation and support, but as their name implies, the individual needs to wear it or carry it with them (Zhang and Sawchuk, 2013). Thus, this can be seen as demanding for elderly people, which makes the technology highly undesirable.

Smart sensing technology is applied in a recent study where five activities have been used including falling (Mashiyama, Hong and Ohtsuki, 2015). One Grid-EYE sensor is attached to the ceiling of two rooms with the participation of five subjects. In spite of the satisfactory results, only one classification method is implemented which is the popular Support Vector Machine (SVM) with Radial Basis Function kernel. Therefore, it is difficult to make conclusions on the suitability of other machine learning classifiers. There do not exist any reasons regarding the selection of the method and the causes of its success. Furthermore, the composed dataset can be regarded as insignificant due to its simplicity and size.

Basu and Rowe (2014) used Grid-EYE® sensor to predict room occupancy in common occasions such as meetings. Despite the dissimilarity of experiment’s purpose, the nature of execution is strongly related to this research. As in the previous project, a novel dataset is created with over 900 scenes with moving subjects in a room. SVM is used for classification, and the results are poorer as on average the accuracy is around 80%.

A far-infrared sensor array is employed by Honoso et al. (2015) for 13 human activities detection. The difference with Grid-EYE® sensor is the grid format which is four times the 8 × 8 array and becomes 16 × 16. A thermo-spatial sensitive histogram is implemented for recognition which is 70% on average for all activities and for only one the recognition is 100%.

Three classical classification methods are used in this study – Support Vector Machine (SVM), Random Forest (RF) and K-Nearest Neighbours (K-NN) to prove the availability of low resolution IR pixel data. SVM is a very effective method with notable results for sensing which is observed in the studies above. SVMs use a classification hyperplane which discriminates between different classes (Gunn, 1998). Stochastic Gradient Descent training can be applied to the linear SVM for improved performance (Buttou, 2012). RF represents an ensemble of decision trees where the input vector is placed in each tree. “Voting” takes place in the forest, and the tree that receives the majority of the votes defines the label (Breiman & Cutler, 2014). K-NN is known for separation of the classes based on their input data. When new input data needs to be a classifier, the highest similarity with a particular class is considered and eventually given the same label (Sutton, 2012).

3. SYSTEM ARCHITECTURE
3.1. Grid-EYE sensors set up
The sensor system is developed using Panasonic Grid-EYE® evaluation boards, which feature a thermopile-based sensor array arranged in an 8 × 8 format. The sensors are driven and controlled using LabVIEW, with each sensor set to a refresh rate of ten frames per second.

The LabVIEW® program communicates with each evaluation board using a Serial interface providing real-time control over the behaviour of the sensor as well as access to the raw temperature values measured at each pixel. These raw temperature values are processed and used to generate a low-resolution 8 x 8 image representing temperature values of the target positioned in front of the sensor. This process is repeated until a suitable catalogue of gesture readings are collected as training data.
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Figure 1: The structure of an array of thermopile sensors within the grid eye package

Gesture data was captured using two sensor arrangements - both are displayed in the image below:

Figure 2: Small and large layout of three sensors

For the initial experiment, all three sensors were positioned upright, equally 1.5 meters away from a space assigned as the area where gestures were to be performed; all three sensors were elevated roughly 1 meter from the ground. After completing each gesture experiment, the surfaces used to support each sensor were moved further apart to an equal distance of 2.5 meters between each sensor and the space assigned for gesture capture.

At the beginning of the gesture capture experiment, the ambient temperature of the surrounding room was measured to be 18 degrees centigrade, during the time taken to perform and capture gestures the ambient temperature of the surrounding room rose to 21 degrees. Air conditioning was used to reduce the ambient temperature of the room during the experiment phase to reduce background temperature noise when capturing gesture data.

3.2. Dataset for human activity recognition

The dataset is composed of 15 gestures in total which are distinguished in two categories. The two categories are based on the number of participants, while the first contains body gestures with one subject, and the second category consists of gestures with two subjects.

<table>
<thead>
<tr>
<th>Table 1: Gestures classified into two categories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One subject</strong></td>
</tr>
<tr>
<td>A1 Sit Down</td>
</tr>
<tr>
<td>A2 Stand Still</td>
</tr>
<tr>
<td>A3 Sit Down; Stand Up</td>
</tr>
<tr>
<td>A4 Stand Up</td>
</tr>
<tr>
<td>A5 Move Left, Right</td>
</tr>
<tr>
<td>A6 Move Forward, Backward</td>
</tr>
<tr>
<td>A7 Walking Diagonally 1</td>
</tr>
<tr>
<td>A8 Walking Diagonally 2</td>
</tr>
</tbody>
</table>

To prepare the raw data for recognition, certain steps need to be taken including the conversion to a suitable data format and unification of the number of the frames in the files. As the files have already been converted to the *.csv format, their number of lines need to be equalized. Each line represents a single frame with temperature values where greater values logically imply the presence of a subject. One second from the scene is equal to ten frames. There exists a huge diversity among the duration in the different files, and hence, the file with the smallest number of frames needs to be taken for a sample. Due to the fact that it contains 27 frames, the remaining set of files needs to be pruned for an equal number of frames. To do this, the minimum number of frames \( f_{\text{min}} \) needs to be subtracted from the number of frames in the file \( f \) in cases when \( f \neq f_{\text{min}} \):

\[
f_{\text{remove}} = f - f_{\text{min}}
\]  

(1)

The frame removal can be conducted in two manners: by random or by similar frames.

4. EVALUATION

Three classical methods for machine learning were used for classification: Random Forest, Support Vector Machine with Stochastic Gradient Descent training and k-Nearest Neighbours. Evaluation test has been performed in order to compare the accuracy for the experiments involving one subject in the big area and two subjects which were performed in the big area as well. The purpose of this experiment was to discover any differences in the performance based on the number of human subjects. Expectedly, the one subject experiment had higher accuracy than the experiment with two subjects as it can be observed on Figure 3.

As it can be observed on Figure 4, the two scenarios for one subject in the small area and one subject in the big area are compared for the three sensors. The purpose of this experiment is to observe any notable differences in the performance regarding the size of the room including the classifiers themselves. The experiment which involved one subject in the small area can be recognised with better accuracy due to the fact that the human’s temperature is higher which makes the gesture on the low resolution more tangible.

Figure 3: Comparison between 1 subject large area and two subjects performance

Figure 4: Comparison between 3 sensors in the small and big area
5. DISCUSSION

Table 2: 1 subject in the small layout

<table>
<thead>
<tr>
<th>Sensor</th>
<th>SVM</th>
<th>RF</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97.92%</td>
<td>95.83%</td>
<td>85.42%</td>
</tr>
<tr>
<td>2</td>
<td>89.58%</td>
<td>89.58%</td>
<td>87.50%</td>
</tr>
<tr>
<td>3</td>
<td>85.42%</td>
<td>89.58%</td>
<td>81.25%</td>
</tr>
</tbody>
</table>

Table 3: 1 subject in the large layout

<table>
<thead>
<tr>
<th>Sensor</th>
<th>SVM</th>
<th>RF</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.08%</td>
<td>85.42%</td>
<td>83.33%</td>
</tr>
<tr>
<td>2</td>
<td>79.17%</td>
<td>85.42%</td>
<td>93.75%</td>
</tr>
<tr>
<td>3</td>
<td>72.92%</td>
<td>83.33%</td>
<td>81.25%</td>
</tr>
</tbody>
</table>

Table 4: 2 subjects

<table>
<thead>
<tr>
<th>Sensor</th>
<th>SVM</th>
<th>RF</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>88.10%</td>
<td>90.47%</td>
<td>80.95%</td>
</tr>
<tr>
<td>2</td>
<td>92.86%</td>
<td>85.71%</td>
<td>83.33%</td>
</tr>
<tr>
<td>3</td>
<td>71.43%</td>
<td>88.10%</td>
<td>76.19%</td>
</tr>
</tbody>
</table>

Table 2 presents the performance for one subject in the small layout while Table 3 is related to one subject in the large layout. Then, Table 4 corresponds to the performance of the scenario with two subjects.

Regarding the separate experiments themselves, the experiments for one subject conducted in the small area logically shows higher accuracy than the ones conducted in the large area. This is plausible as with distance growth, the detected heat radiation is lower which complicates the gesture recognition. In connection with one subject in the large area compared with two subjects experiments, the recognition is higher for two subjects. The accuracy of sensor 2 is tangibly higher as it is located in front of the subjects while sensor 1 and sensor 3 have the likelihood of observing the two subjects as only one. Performances of the combination of the three sensors have been made where any two sensors are taken together and all three sensors as well. The performance is outlined in Table 5 as follows:

Table 5: Accuracy of combination of sensors

<table>
<thead>
<tr>
<th>Method</th>
<th>S1; S2</th>
<th>S1; S3</th>
<th>S2; S3</th>
<th>S1; S2; S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>84.78%</td>
<td>81.88%</td>
<td>75.36%</td>
<td>94.20%</td>
</tr>
<tr>
<td>RF</td>
<td>90.57%</td>
<td>88.40%</td>
<td>87.68%</td>
<td>91.30%</td>
</tr>
<tr>
<td>KNN</td>
<td>81.88%</td>
<td>76.81%</td>
<td>84.04%</td>
<td>87.68%</td>
</tr>
</tbody>
</table>

6. CONCLUSION AND FUTURE WORK

In this pilot work, three classification methods, SVM, RF and KNN have been applied to a low-resolution IR dataset from three synchronized Grid-EYE® sensors for human target activity recognition with aims to be used in healthcare applications. According to the experiments carried out in this study, we can easily spot that the recognition performance is promising for practical usage for both small and large geometry size. Accuracy rates from the three sensors vary between 71% and 97% overall for all gesture classes. Random Forest is the most successful algorithm among the used methods showcasing 100% for eight (8) classes from the three sensors. Overall for the entire application, the accuracy has been estimated to be 82.44% which is promising in the field of low resolutions images recognition.

In regards to future work, the current research will be enhanced by collecting more data in order to have more examples to train the model. Deep learning can be applied to the project which has shown promising results in previous studies involving the use of IR images. Moreover, the project will be piloted in care home settings for evaluation.
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